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Spatial image reproduction 3D video (hereinafter called 
“spatial image reproduction”) is able to display natural 
3D images without special glasses. Its principles lie in 
integral photography and holography, and research into 
using it for video has grown with recent developments 
in imaging technology. STRL is especially interested in 
using spatial image reproduction for 3D television. One 
big issue is the huge amount of information that must be 
handled in order to digitize (and consequently transmit 
and display) such images. In this article, we explain the 
theory behind integral imaging and holography and 
overview the research being conducted on digitizing 
them.

1. Introduction
Television has evolved from black-and-white, to 

color and Hi-Vision, and there is a demand for even 
more realism. As clear evidence of this demand, 8K 
Super Hi-Vision (8K) will start test broadcasts in 2016. 
8K video conveys a strong sense of reality, giving the 
impression that the viewer is “actually there”. However, 
conventional forms of television have always shown flat 
(2D) images, and 8K is no different. Thus, for most people 
who generally see things in 3D, televisions that display 
images in 3D provide a new level of realism. 

Historically, people have long had an interest in 3D 
images; the stereoscope1), which is based on the same 

principles as current 3D movies and TV, was invented 
in 1838. Regarding spatial image reproduction, which is 
considered the ideal 3D display method because it does 
not need special glasses and produces an image in the 
space in front of the viewer, integral photography2) dates 
back to 1906, and holography3) was invented in 1948. As 
such, many of the 3D display methods available to us 
today began as 3D photography technologies long ago. 

More recently, attempts have been made to record 
display moving spatial images using electronic devices 
(something that would be impossible to do with 
photographic plates). In this article, we introduce the 
research on applying integral imaging and holography 
to television.

2. Types of Spatial Image Reproduction
When we look at an object, the light reflecting from 

it (“object light”) enters the eye, passes through the 
lens, and forms an image on the retina. Thus, even if 
an object is not present, if light that is equivalent to the 
object light could somehow be produced and someone 
looked at it, it would appear as though the object were 
actually there. Spatial imaging is based on this idea and 
involves recording and playing back this object light. As 
shown in Figure 1, the object light produced from display 
enters the viewer’s eyes, and the object appears to be 
where it was when the object light was recorded. These 
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Figure 1: Spatial image reproduction
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are the same conditions as when actually viewing the 
object, so no special glasses are needed, and the image 
changes depending on the viewpoint. The eyes are also 
able to focus on the image as if it were a normal object. 
For these reasons, spatial imaging is considered to be an 
ideal 3D format. 

There are two types of spatial imaging: integral 
imaging and holography. Integral imaging is based on 
a technique called integral photography, which was fi rst 
proposed by Lippmann2). The technique involves using 
a fl at lens array consisting of many small lenses for 
both recording and reproducing the image, and it works 
under natural light. On the other hand, holography, 
invented by Gabor3), uses refraction and interference to 
record and reproduce light. It requires highly coherent 
light such as laser light, but in theory, it can record and 
play back the recorded light perfectly. In the following 
sections, we describe the theory of these methods, issues 
in using them for displaying motion, and research aimed 
at creating practical technologies.

3. Integral Imaging
3.1 Theory

Integral imaging is based on the same principle as the 
3D photographic technique called integral photography. 
Integral photography uses a fl at lens array composed 
of many convex lenses that sample the object light in 
the direction of propagation, and this group of light 
rays is recorded and then reproduced. A small image 
(elemental image) is recorded on the recording and 
playback media (e.g. photographic plate), as shown in 
Figure 2(a). For reproduction, the lens array is placed 
in front of a developed photographic plate showing the 
recorded elemental images and the relation between the 
positions of the display and the array are the reverse of 

those in recording, as shown in Figure 2(b). The diffuse 
light from the projector travels through each elemental 
image, changing its luminance, and the elemental lens 
changes its direction of propagation, creating light 
rays in the opposite direction as those incident on the 
photographic plate when the image was recorded. These 
light rays form an image at the position of the object. We 
perceive this optical image as a 3D object, but as shown 
in Figure 2, the capture direction and viewing direction 
are opposite, so the depth appears reversed. This issue 
can be resolved by rotating each elemental image 180 
degrees around the center of the image4). 

3.2 Digital Integral Imaging Research Trends 
To apply the integral technique to 3D television, our 

laboratory has proposed an integral 3D television4) 

able to record and play back the object light in real 
time by replacing the photographic plates in Figure 2 
with electronic devices, namely a television camera 
and display. This system avoids the phenomenon of 
reversing the relief in the 3D image by using a lens array 
composed of optical fi ber lenses (gradient refractive 
index lenses), which have the property that the refractive 
index decreases when moving from the optical axis to 
the periphery, to optically rotate each elemental image 
by 180 degrees5). To increase the depth range the system 
can reproduce, the pixel pitch of the display must be 
reduced. Also, the number of elemental lenses, which 
each correspond to one pixel of the 3D image, must be 
increased to increase the resolution of the 3D image. 
Thus, to show a 3D image with high resolution and a 
wide depth range, the display needs to have a small 
pixel pitch and many pixels.

Our laboratory began research on integral 3D 
television in the late 1990s, and over the years has 
built prototypes of increasing resolution. At NHK STRL 
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Figure 2: Integral photography
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Open House in 2011, we demonstrated an integral 3D 
television6) (Figure 3) using 8K Super Hi-Vision (8K)
projectors and pixel-shift technology*1, the 8,000 scan 
lines of the system had a resolution equivalent to 15,360 
× 8640 pixels. This 3D television could display 3D images 
consisting of approximately 100,000 pixels with motion 
parallax in all directions. 

To use the above technology for 3D television 
broadcasts in the future, the quality of the 3D images 
must be increased. In particular, the video system on 
which it would be based needs to have more pixels, but 
there are limitations to systems using a single video 
device like the ones we have had till now. Accordingly, we 
have been studying how to increase the number of pixels 
by combining multiple cameras and display devices. 

For recording, we have prototyped capture equipment 
that combines seven high-defi nition cameras and have 
confi rmed that images with a 2.5-times larger viewing 
zone*2 both vertically and horizontally can be recorded7). 
We also prototyped display equipment8) with four times 
the number of pixels by using a lens array and convex 
lens (Figure 4) to optically magnify and join the images 
from four LCD panels.

We are also studying a method for generating 3D 
images computationally from depth information about 
the object, for use when the object light is diffi cult to record 
using a lens array, such as when it is far away or very 
large. The method photographs the object with multiple 
cameras at different locations, generates a 3D model of 
the object from these images, and then computes the set 
of elemental images for integral imaging from the 3D 
model9).

In theory, the focal accommodation of the eyes is active 

Figure 3: Integral 3D television

(c) Images reproduced when viewed from above, below, left and 
right

Above

Below

Left Right

(b) Display equipment

(a) Configuration

Capture lens array Display lens array

Object
3D Image

8,000 scan-line camera 8,000 scan-line �
projector

Screen

(a) Confi guration

*2 The range of angles through which the 3D image can 
be seen.

*1 A technology in which two green display elements are offset 
diagonally by half of a pixel from each other and the dis-
played images are merged to produce effectively twice the 
resolution horizontally and vertically. It can also be used to 
image capture elements. 
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in integral imaging. We measured the eye accommodation 
when people viewed 3D images produced by our prototype 
integral imaging display equipment. To eliminate the 
factor of convergence*3-induced accommodation, we 
measured the accommodation response in cases where 
the integral 3D image was viewed with only one eye. As a 
result, we obtained data indicating that the participant’s 
focus adjusted as the object position moved in the depth 
direction when viewing the integral images with one eye, 
the same as when viewing the real object10). 

4. Holography
4.1 Theory

Holography uses the properties of diffraction and 
interference of light to record and reproduce images. 
Holography normally uses laser light and so is done in 
a dark room. As shown in Figure 5(a), the laser light is 
divided into two beams, one which illuminates the object, 
the other which illuminates the photographic plate. At 
the photographic plates, the object light refl ected from 
the object and the light illuminating the media directly 
(reference light) interfere and a light and dark pattern 
(interference pattern) is recorded on the photographic 
plate. This record of the interference pattern is called a 
hologram. When reproducing the image, the hologram 
is illuminated with light having the same characteristics 
as the reference beam used when recording (the reference 
light) and from the same direction, as shown in Figure 
5(b). The reference light is refracted by the interference 
pattern recorded in the hologram, creating light that 
is the same as the object light and forming an optical 

image of the object as it was. A viewer can see the 
image as a solid body without using any special glasses. 
However, undesired forms of light, including transmitted 
and conjugate light, are produced as well. Transmitted 
light is from the illumination, and it passes through the 
hologram unchanged. Conjugate light refers to phase-
conjugate light, for which the phase components are 
inverted with respect to the object light.

4.2 Electronic Holography Research Trends 
To employ holography in a 3D display capable of 

showing motion, the interference pattern must be 
rewritten with the same frequency as the display. An 
electronic holography has been improved by using an 
electronic spatial light modulator such as an LCD panel 
instead of the photographic plate for the hologram. 
Photographic plates used for holograms have extremely 
high resolutions of several thousand lines/mm, but even 
the best electronic displays only have about 100 lines/
mm. For this reason, the diffraction angles obtainable 
with electronic displays are small compared with 
photographic plates, so the range over which the 3D 
image can be viewed (the viewing zone) is narrow, 
making binocular 3D viewing diffi cult. Also, the angles 
between the object light, conjugate light, and transmitted 
light are small, and they all reach the observers eyes, 
causing interference. At present, the electronic displays 
with high enough resolution are small, at only several 
inches diagonally, so only small 3D images can be 
reproduced. 

Methods have been proposed for dealing with these 
issues, including restricting the spread of the light for 
recording and playback to eliminate interfering light11)

and using high-order diffracted light produced by the 
pixel structure of the electronic display to expand the 
viewing zone12). However, the real way to resolve these 

*3 When a person is looking at something, the lines of sight from 
both eyes cross it.
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issues is to reduce the pixel pitch of the display, thereby 
increasing the diffraction angles. 

As a way of reducing the pixel pitch in electronic 
displays, our laboratory has proposed the Spin-Spatial 
Light Modulator (spin-SLM)13), which combines the 
magneto-optical effect of magnetic materials*4 with spin-
injection magnetic reversal, wherein electric current is used 
to reverse the direction of magnetization of a magnetic 
material. Existing LCD displays have pixel pitches no 
smaller than about 5 μm, yielding diffraction angles of 
about 7 degrees (for a light wavelength of 632.8 nm), but 
we hope to achieve a pixel pitch as small as 1 μm and 
diffraction angles of about 39 degrees with the spin-
SLM. For details regarding the spin SLM, see the articles, 
“Research Trends on Holographic 3D Display Devices” 
in this issue. 

To expand the area for displaying interference 
patterns, we have developed a system14) for combining 
electronic displays in a tiled pattern. With this system, 
we combined the interference patterns of 16 4K LCD 
panels (of diagonal size 21.1 mm) after fi rst optically 
magnifying them to eliminate the frames around the 
perimeter of each panel. In this way, we built an 85-mm-
diagonal 3D display. 

To display an interference pattern on an electronic 
display for electronic holography, the interference 
pattern has to be turned into numeric data. One method 
is to capture the interference pattern directly using 
electronic image capture devices15). Although this can 

produce high-quality interference patterns, it needs to 
use laser light and a darkroom; hence, it can’t be used 
to record large objects. If interference pattern data could 
be obtained under natural light, the restrictions on 
subject matter due to use of laser light would be reduced, 
and the applicability of holography for 3D television 
would increase. As such, methods have been proposed 
for obtaining (generating) interference pattern data 
without using laser light, e.g., using depth information 
from the object to compute the light propagation paths 
and generate the interference pattern16). Another way 
is to capture images using integral imaging, simulate 
integral image reproduction to compute the object light, 
and use it to generate the interference pattern17). A color 
electronic holography system using the latter method 
has been developed, and it is able to record and play 
back a moving object in real time18)19) (Figure 6). This 
color electronic holography system limits the location 
of the interference pattern to the focal plane of the lens 
array, thereby reducing the time required to generate 
the pattern20), and it generates three interference 
patterns (red, green, and blue) at 30 frames/s from 
elemental images captured using a high defi nition (HD) 
television camera. The generated interference patterns 
are displayed on separate LCD panels, illuminated with 
laser light of the corresponding color, and the reproduced 
object light is combined to display color 3D video. 

5. Conclusion
We have described theory and research activities 

related to two spatial imaging methods: integral imaging 

Figure 5: Holography
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and holography. These methods can produce natural 3D 
displays that do not place a burden on human vision 
and may be suitable for showing 3D television in a wide 
range of viewing environments.

However, compared with conventional video systems 
that capture 2D images from a single viewpoint, 
spatial imaging methods must record much more light 
information, even all of it in the case of holography. For 
example, integral imaging equivalent to the system in 
reference6) produces light rays in 38 directions horizontally 

and 38 directions vertically, so to display a 3D image 
with a quality equivalent to that of a standard resolution 
TV with 800×450 pixels would require 800×450×38×38 
pixels. This is approximately 16 times that of 8K Super 
Hi-Vision, which is 7,680×4,320 pixels. To reproduce 3D 
images with even more depth, even more light rays at 
higher density must be produced, further increasing the 
number of pixels required. 

To implement spatial imaging, this huge amount of 
information must somehow be recorded, transmitted, 
and played back. The performance of current imaging 
devices for recording and reproduction is clearly 
inadequate, and devices with narrower pixel pitches and 
more pixels will be needed. It will take time to develop 
devices with the required performance. To address these 
issues, our laboratory is studying how to increase the 
number of pixels by combining multiple devices7)8) and 
is conducting research on narrowing the pixel pitch with 
the new spin SLM display13). Regarding transmission, 
technologies to compress the 3D information to a 
practical and transmittable volume need to be developed, 
and we have begun studying this as well.

We are conducting research with the goal of developing 
practical 3D television around 2030. In particular, it will 
be important to improve the resolution of 3D images in 
the depth direction. The quality of the 3D image greatly 

(b) Sample reproduced image (size approx. 1 cm)

Figure 6: Color electronic holography (from reference19) )
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affects system design factors such as system scale and 
volume of information. We will set device and system 
development targets in stages and proceed with our 
research by taking these issues into consideration and 
incorporating technical developments that occur around 
the world. 	

(Tomoyuki Mishina)
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